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INTRO

Avai labi l i ty in Microservice architecture is  VERY
important

 Ensuring avai labi l i ty is  essentia l  using performance
model ing.  ​
 Tracing and logging are used for data col lect ion.  ​
 A quest ion to answer:  How much data is  enough?
 Previous works are not suitable in this  case ​

Does not consider exist ing trace data​.
Not adaptable to mircoservice architecture ​
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OUR CONTRIBUTION

01 02
CONSIDER EXISTING DATA​ SIGNIFICANT REDUCTION​ COMPLEMENT TO EXISTING WORK​
The f irst  study to use trace

data with the goal  of  reducing
the number of  features for

accurate performance
model ing. ​

Our approach reduced the trace
data volume by about 69%
without sacr if ic ing model

performance​

The outcome of our work can
complement the exist ing

models to update the tracing
decis ion. ​
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The goal  of  this  study is  to use exist ing trace data to minimize the data required for performing
eff ic ient and accurate performance model ing.
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RELATED WORKS

01 02

Studies related to this  work can be categorized into two different groups

ASSISTING TRACE/LOG DATA REDUCTION PERFORMANCE MODELING
Answering the quest ion of  

“Where to log?”
log2,  log20,  log4Perf

Using var ious techniques to
model  the performance of a

software system for different
object ives.
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DATASET
We used a publ ic ly avai lable dataset containing run-t ime information for the Al ibaba Production

cluster .
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DATASET 
DESCRIPTION

Includes run-t ime data for over 40,000 bare-metal
nodes,  470,000 containers and 28,000+ micro-
services in Al ibaba Production Cluster .  
Gathered across 13 days in one-hour intervals .  
Contains four main sect ions:

MSResource:  microservice run-t ime information
MSRTMCR: microservice cal l  rate and response
time
MSCal lGraph:  cal l  graph interact ions among
microservices
Node:  node run-t ime information.

We used two hours intervals  for  analysis  due to
very large data volume.   
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WORKFLOW
OVERVIEW
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FIRST PERFORMANCE MODEL

Set object ive to be Regression.  
Set learning rate to 0.1 for
general izat ion.
Set number of  boost rounds to 5,000 for
comprehensive learning.  
Set max depth to 7 and number of  leaves
to default  to to balance complexity and
performance.  
set  lambda l2 regular izat ion to 0.1 to
further avoid overf itt ing.  

Due to large data volume,  we used
pandas capabi l i ty to analyze the data in
different chunks.  
Each chunk is  separated into training,
test  and val idat ion sets .  
We used ear ly stopping mechanism to
halt  tra ining when no improvement is
observed.  
We calculated RMSE to asses model
performance.  
We also calculated feature ranking
based on Gain importance.  
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SECOND
PERFORMANCE
MODEL

We used the feature ranking of  previous step,  we
ran the same model  using different subsets from
different interval  of  the dataset .  
We used the top 9,  top 5 and top 3 features from
the feature ranking.  
Object ive is  to determine the minimum number of
features without losing performance.  
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Number of
Features RMSE CPU RMSE Memory

Data Reduction
(%)

All 29 0.08 0.14 0 (full data)

Top 9 0.02 0.13 69 %

Top 5 0.14 0.21 83 %

Top 3 0.28 0.35 90 %

RESULTS
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FEATURE
RANKING
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DISCUSSION

Our proposed method is  potentia l ly
general izable to other appl icat ions and
domains.  (Special  implementat ion is
needed)  
We tr ied to counter potentia l  overf itt ing
but the results  depend on accuracy of
LightGBM.
LightGBM outperforms the other
algorithms.  

Pr incipal  Component Analysis  (PCA) 
Recursive Feature El iminat ion (RFE)
Genetic Algorithms (GA)

We used a real-world dataset by Al ibaba
but more test ing is  needed to ful ly
evaluated the effect iveness of  this
approach.  

Using the outcome on a production
system.
Using s imi lar  datasets from other
domains (not easy to obtain)
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WHAT? WHY? RESULT?

Reducing required data for
accurate and eff ic ient

performance model ing.

Performing two phase
regression using LightGBM

and select ing top ranked
features.  

About 69% reduction in
data s ize with s l ight

increase in the
performance of the model
and focusing on essentia l
aspects of  microservice.

HOW?

SUMMARY

State of  the art  work is
not suitable in

microservice architecture.
More studies are needed.
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