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Motivation
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• Help users understand what is happening when 
something is different.
▪ Performance differences between versions of the 

application.
▪ Performance differences between system 

configurations.
▪ Why some requests are slower than others?
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Previous Work
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Roadmap 
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Trace Collection
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• Instrumenting Jaeger source code with LTTng.
▪  Defining the start and endpoint of each span.

• Converting JSON to DAG.
• Illustrating the communication between the main thread 

and its peer on the kernel side.
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Strategy
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• Local problem
▪ Bad code
✔ Infinite loop.

• System problem
▪ System misconfiguration.
▪ Workload on the CPU/ Memory/ Network. 
✔ Using benchmark tools for creating HW load. 
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Strategy 
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• Span or swim lane showing call graph relationship
• DAG also shows call graph 
and the task’s relationship

• Concurrent behavior
• Synchronization points
• Asynchronous Behavior
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Reference: 
https://nrs.harvard.edu/URN-3:HUL.
INSTREPOS:37365088
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Strategy 
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• Extracting critical path
▪ Concurrency

Finding the path between the start and endpoint of the execution while we 
are not waiting for something else.

▪ No concurrency
The workflow of the application.
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• Categorization

▪ Thresholding

▪ Clustering
 

Number of page fault
Memory usage
Execution time
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Strategy 
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…

Combination of performance metrics
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Strategy 
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• Comparison:

Frequent Sequential Pattern Mining

Low Execution Time Fast Execution Time

Fast frequency 
patterns

Low frequency 
patternsComparison Analysis

▪ Frequent patterns of fast executions which are 
not available in low executions.

▪ Frequent patterns of low executions which are 
not available in fast executions.

▪ Common patterns between low executions 
and fast executions with different frequencies.
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Future Goal 
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• Extracting critical path based on the DAG.
• Categorizing executions.
• Localizing performance problems.
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Thank you

Email: maryam.ekhlasi@polymtl.ca

Source Code: https://github.com/maryamekhlasi/jaeger-client-python.git
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