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Introduction - Limitation of Trace Compass Server
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● Different Clients
● Trace Server
● Trace Server Protocol 

(TSP)
● Traces file

Limitation:
● Scale Horizontally
● All trace files must be 

uploaded on the same 
node 
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Introduction - Use cases

● Target use cases
○ High Performance Computing  with MPI Cluster
○ Microservice with Kubernetes Cluster

● Other interesting use cases
○ LTTng Log Rotation
○ Similarity of queries
○ Client-Server

POLYTECHNIQUE MONTRÉAL

4/11 – dorsal.polymtl.ca



Trace Coordinator – Ahmad Faour

Introduction  - Challenges about distributed tracing
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*Distributed computation of critical path (from Pierre-Frédérick Denys)

● Number and size of traces (Solved)
● Connect logically the traces

○ What are the available traces (Solved)
○ Where are the traces (Solved)
○ How to connect the traces

● Distributed analysis
○ Aggregation over time (Horizontally) (Solved)
○ Aggregation of trace data (Vertically) (Solved)
○ Follow dependencies between processes (Critical 

Path)*
● Visualisation (Solved)
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Reminder - Trace Coordinator

● Different Clients
● Trace Server 

Protocol (TSP)
● Many Trace Servers
● Trace Coordinator
● Distributed trace 

files
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Connect logically the traces

● What are the 
available traces

● Where are the 
traces

● How to connect 
the traces
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Distributed analysis - Aggregation of trace data (Vertically)

● Generate new Id
○ XY (Series, Tree)
○ TimeGraph (Arrows, States, Tree)

● Each trace server is assigned a range of id (those id are 
transparent for the Trace Server)
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Visualisation 

● Client that implement TSP (Theia - Trace Viewer Extension)
● Experiments must be created beforehand
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Future work 
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*Distributed computation of critical path (from Pierre-Frédérick Denys)

● How to connect the traces
● Aggregation over time (Horizontally)
● Follow dependencies between processes (Critical 

Path)*
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Conclusion

● Extends parallelisation to all kinds of analysis
● The Trace Coordinator supports the Trace Server 

Protocol (TSP)
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Github Repository:
● tsp-java-client: Client side implementation, in Java, of the 

Trace Server Protocol
● Trace Coordinator: Trace Coordinator Project implement in 

Java

https://github.com/Spiritus2424/tsp-java-client
https://github.com/Spiritus2424/trace-coordinator
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Q&A

Thank you for listening! 

POLYTECHNIQUE MONTRÉAL

12/11 – dorsal.polymtl.ca


