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• Background
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• Future work
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• Analyzing traces from clusters with high 

number of nodes

• Aggregated view of group of nodes

• Identifying different components for an 

appropriate distributed tracing framework
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• Use Theia 

backend or web 

workers as an 

aggregator
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• Use existing 

framework 

to handle 

cluster of 

trace server
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Trace coordinator
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vs

• Offset id on 

different servers 

to avoid overlap
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Trace coordinator
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• Resources view 

tree

• Cpu usage xy 

model
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Benchmark
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• Polytechnique 

student lab

• 9 trace servers

• 90 traces, ~2gb 

total

• Core i5 4570 2.9ghz

• 16go memory, hdd

• Indexing time 

excluded

• Series of query for 

3 different views

• Measuring time for 

each type of query 

and total time
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Benchmark
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• First time open view
• Gain on querying CPU/Ram usage tree. 

O(n) aggregation (e.g average % usage)

• Resources view tree O(n^2) aggregation, 

e.g grouping same label entries (cpu 

threads, states…etc.)  together

• Might be overwhelming trace servers 

when querying states  
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Benchmark
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• Subsequent open view

• Gain dismissed when tree is cached 

because there was no cache in the 

coordinator
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Future work
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• Investigate the behavior when querying different 

types of models

• Aggregate partly on trace-server coordinated by a 

central node – e.g appropriate tree model 

depends on type of query from the coordinator

• Integrate with Spark

• Multi-tier trace server/coordinator
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The End
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Thank you for your attention

Q & A
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