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Purpose of this internship

● Benchmark unsupervised off-the-shelf methods for anomaly detection

● Experiment with the ADFA-LD dataset

● Introduction to machine learning and deep learning
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Representations of the data

Bag of Words

Counts the occurrences 
of each element in a 

document with the help 
of a vocabulary.

TF-IDF

Determines the 
importance/rarity of each 
element within a set of 

documents.

LDA

Searches for the most 
popular element in each 

document and 
represents the 

documents with their 
subjects.
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Word2Vec - Skipgram

Neural Network used to represent distributed representations of an element in a 
set of documents. Predict the context word of a target one.
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Word2vec - 2 possible implementations



Outliers Detection Methods

● Cosine Similarity → Geometry Based Method

● k-NN → Distance Based Method

● DBSCAN → Density Based Method

● Isolation Forest → Tree Based Method

● One Class SVM → Pattern Based Method
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ADFA-LD

Developed on Ubuntu Linux 
v11.04 in 2014

Publicly available and 
labelled

Different Trace Categories

Small Dataset
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Results

F1 score on the test set of each combination of representations and outlier detection methods. Bold results denote the best 
representation score and underlined results denote the best outlier detection method.
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Deliverables

● Jupyter Notebook

● Internship report

● This presentation
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https://github.com/Julia185/DORSAL_ADFA-LD



Thank you

Do you have any question ?
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