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Critical path usage
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▰ Need for large distributed systems tracing 

▻HPC systems

▻MPI clusters

▻Kubernetes and container clusters

▰Transfer of trace files on analysis node was mandatory

▰Critical path distributed computation was not optimized
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Critical path 
computation 
evolution



Actual architecture in Trace Compass (AL1) 
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•



Parallelisation of the computation : algorithm (AL2)
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• Pre-processing of critical path on each node

• On client request, process the critical path of the 
trace, and ask only the missing parts of the path to 
other nodes

• Distributed processing, suitable for large number of 
nodes, less network load

• Storage on disk rather than in memory* 

(*related work done by Arnaud and Geneviève)



AL1 vs AL2
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Actual algorithm (AL1) Distributed version (AL3)



AL2 vs AL3
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My work (AL 3) : External communication Index
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• Improve algorithm to :
Introduce External communication Index (ECI) usage

• Index file exchanged after execution graph processing 
Identify remote dependencies and location of remote trace

• Remove the need of broadcast communication on computing nodes to find remote 
dependencies

Pre-identification of remote dependencies for faster critical path processing
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Benchmarks



SCP benchmark

11



SCP benchmark

12

*Total CPU Time

*



SCP benchmark
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MPI benchmark
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• 20 nodes with i5-9400 at 2.9Ghz with six cores and 16Go of memory



MPI benchmark
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• SOMA : Offers Monte-Carlo Acceleration is a High-
Performance Computing Monte-Carlo simulation for soft
coarse-grained polymers. The variable load is the number
of simulated polymers.
• Tealeaf : solves the linear heat conduction equation on a
spatially decomposed regular grid. The variable load is
the number of cells.
• Minisweep: is a Nuclear Engineering and radiation transport
simulation. The variable load is the grid cell size.
•     SPH-EXA: performs hydrodynamical and computational
fluid dynamics simulations. The variable load is the
number of particles to the cube.



MPI benchmark
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MPI benchmark
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*

*Total CPU Time



MPI benchmark
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Future work and 
usecases



What remains to be done ?
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▰ Remote time synchronisation of traces

▰ Better protocol for graph elements exchanges

▰ Automatic coordination between nodes



Usecases
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▰Target usecases : 

▻MPI cluster : follow a MPI task between computing
nodes

▻Kubernetes cluster : follow a request in a distributed
web application

▻ ZeroMQ communication : follow a message exchange 
between several containers 
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Conclusion



Conclusion
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▰ Improvement and benchmark of critical path
Distributed computation

▰ Next step : Integration of Critical path in Trace 
Server Protocol (for Theia and Grafana viewers)

▰ Extend parallelisation to other kind of analysis
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Thank you for 
listening !


